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Author’s Note
This book is a compilation of blog posts I wrote during 2010, the second year that I started recording my opinions in the public space. They reflect things I’ve learned, things I’ve felt passionate about, issues that concern and scare me, and things that have generally interested me in the research world. They may not be correct, you may disagree, but that’s what opinions are all about.
Why turn a blog into a book? Well, I’m a big fan of books and wanted a printed copy of my thoughts for myself, something tangible to document a year’s worth of ideas. But as I created the book, other folks expressed an interest in having their own copy as well. So, I hope you will enjoy my easy to read, quick stories and opinions. And for those of you holding a printed copy in your hands, remember that both you and I are enjoying the feel and smell of the paper, and cringing when the spine accidentally cracks. Thank you for your kind support.
Part 1: Statistics
1.I’m sorry but representative samples are 100% unattainable
Statistics are just numbers. 1 + 2 is always 3 even if the 2 was written in a disgusting colour. People, on the other hand, have crappy days all the time. It could be because a lunch was packed without cookies or because horrible tragedy has struck.
So why does it matter? Because crappy days mean someone:
doesn’t answer a phone survey
lies on their taxes
makes a mistake on the census survey
accidentally skips page 2 on a paper survey
drips sarcasm all over their Facebook page
You recognize these. We call them data quality issues. Statistics lull us into a false sense of accuracy. Statistics are based on premises which do not hold true for beings with independent thought. Statistics lead us to believe that representative samples are possible when theory dictates it is impossible. Though a million times better than the humanities can ever dream of achieving, even “real” science can’t achieve representative samples. The universe is just far too big to allow that.
In other words, even when you’ve done everything statistically possible to ensure a rep sample, humans and their independent thought have had a crappy day somewhere in your research design.
There is no such thing as a rep sample. There are only good approximations of what we think a rep sample would look like.
And because I AM CANADIAN, I apologize if I have crushed any notions.
2.5 random things I like about statistics and proof you are a dork
You are a dork. The proof is that you thought a blog post about statistics might be interesting. I admire your strange interest in statistics.
I like how trend lines become straighter and straighter as you increase the sample size
I like how box plots convey everything you need to know about a distribution
I like 3 dimensional maps where the axes take you hours to name and then you go “duh, of course!”
I like mahalanobis distance, cronbachs alpha, and factor analysis.
I like how effect sizes can make statistical significance irrelevant.
3.So you think you have a probability sample
Ok, I give. You’ve got a study that actually uses probability sampling. By some magical sleight of hand, you’ve identified every person in your desired population. Perhaps your population is the immediate members of your family, cancer doctors in your medical clinic or survey panel members.
You’ve managed to apply a random sampling method that gives each person an equal opportunity to participate. Maybe you picked numbers out of a hat. Maybe you used one of those books with 500 pages of random numbers.
You’ve managed to apply a process that gives every person an independent opportunity to participate. For this argument, let’s just assume that survey panels don’t kick certain people out because a housemate has also been selected.
Fine. You have a probability sample. You have covered off random error.
But folks, we aren’t in the business of hypothetical research. We make money from actual marketing research. Real people, real studies, real every day work. In my world, we just don’t do many of those one in a million studies that are capable of employing a reasonable semblance of probability sampling. Random error is not the whole picture.
Why does it seem like we always forget about non-random error? What about the vast majority of research that has 90% opt-out rates? Do we decide that those people weren’t part of the population to begin with? Does the lack of random error make non-random error ok?
I’m just having a hard time understanding the ongoing push to prove we are using probability samples when there remain other uneaten slices of the error pie.
Mmmm pie….
4.I don’t give a rat’s ass about probability sampling
As promised on Twitter, here is the final chapter of my short book on probability sampling.
For those of us in the real world, where probability sampling is the impossible dream (see previous posts if you’re puzzled why I say this), what are we to do? What’s the point of doing any serious marketing research if we can’t even meet the most basic statistical requirements required for predictive analytics?
Let’s see. We’ve been doing heavy duty market research for at least 50 years now. We’ve been dang good at predicting the success of products and the failure of politicians. And, acknowledging the 5% of predictions we got wrong because we know there is always unpredictable error, we’ve been doing a dang good job WITHOUT absolutely perfect probability samples.
What? How is that possible? Predicting the future without using probability sampling? Of course it’s possible. Even if researchers can’t sample perfectly, we know how to sample really well with what we’ve got. We’ve been learning this skill for decades. We learn the idealized theory in school, we learn the practical theory on the job, and we tinker around with all the tidbits at our disposal to put together a pretty fine sampling job at the end.
We know how to identify flaws in data. We know how to clean data. We know how to write quality surveys (whether we always do is another story). We know how to interpret ambiguous data. We know our stuff.
We know our stuff so well that we are able to predict the future even when glitches creep into our research process.
So tell me again. Why all the failed efforts to prove we use probability sampling when we’ve taught ourselves to work smart with what we’ve actually got?
This rant has been brought to you by the letter P and the number 5.
5.StatsSuck. That is all.
At the recent ARF audience measurement conference in New York, a couple of controversial statistical ideas were raised. Controversial in the sense that people reading my tweets couldn’t tell if I believed the idea or not.
The point was made that we should forget the 95% significance value and focus instead on 80%. I do agree that some people get so hung up on that 95% that they fail to see the forest for the trees. We need to understand the theory of statistics so that we know when it makes sense to go against them. As always, once you know why you’re breaking the rules, it’s ok to break them. I see 80% as a good theory building, hypothesis testing, do I bother to keep trying number. And then, 95% is a good confirmatory test. But with human discretion applied.
We focus a lot of our energies on trying to build the most accurate samples we possibly can, split by many demographics and complicated sampling strategies. But the problem is that we know we can never achieve that perfect sample. Ever. So let’s approach this from a different point of view. Acknowledge the flaws in a sample, and be wary of and smart about the weaknesses they bring to the results. If you want to achieve new heights, curious outcomes, and innovation, simply press on. Innovation comes from taking risks. Working with a less than perfect sample just might create a situation for innovation.
I dare you.
6.Paul the Octopus, Phd in Statistics, Lettered in football
The normal curve is an enigma for many people. We speak of good luck and bad luck, hope that we always have good and then curse when it turns out bad. Like when Cinnabon is closed on the same day you forgot to eat breakfast.
So far, Paul the Octopus has had a lot of good luck in predicting World Cup match winners. Perhaps he always goes for the food that is closest to him or the food that is in the best light or the food that moved most live-like or the food next to his preferred tentacle. I’m assuming, of course, that like humans who prefer left or right, Paul too has his own tentacle preferences. I’m also assuming that he isn’t juiced up or taking bribes.
Wouldn’t it be great fun if someone could collect up all the relevant variables and run some predictive modeling? Time of day, day of week, feeding schedule, lightness, location, direction, colour, and who knows what other selection criteria are of supreme importance to our eight legged friend. What kind of r-square do you think we would get? 0.3? 0.8? Woah… too far into geeky stats there.
As fun as it is to listen to the Oracle of Paul, he won’t defy the odds. He’ll just take his rightful place on the normal distribution whether it’s on the extreme right or just slightly to the left of right. But I know we’re all hoping for the extreme right.
In Paul we trust.
7.Election polls for the numerically challenged
Toronto is in the midst of a heated contest with two major mayoral candidates, Rob Ford and George Smitherman. Which means we’re going to hear a lot of numbers being thrown at us. So here is a quick and easy guide to what those numbers mean.
In this case, a poll means that a bunch of people have been asked who they will vote for, perhaps hundreds or thousands of people. Maybe you find out that 30% plan to vote for one person and 35% plan to vote for the other.
When you ask only a few hundred people who they will vote for, you have a bigger chance of making a mistake than if you ask thousands. Pollers call that chance of mistake the margin of error. I call it the jiggle factor.
So, the 30% and 35% are jiggly numbers. If you only ask a few hundred people in your poll, those numbers will jiggle a lot. If you ask thousands of people, the numbers won’t jiggle a lot.
With a margin of error, or jiggle factor, of 3 points, the 30% might jiggle as low as 27% or as high as 33%. And, the 35% might jiggle as high as 38% or as low as 32%.
See how we applied the jiggle factor (margin of error) to both numbers? It means that the low number is actually somewhere between 27 and 33 and the high number is actually somewhere between 32 and 38. Notice that those two sets of numbers overlap on 32 and 33. This tells you that the 30% and the 35% are not different from each other and that our two candidates are in a dead heat.
Even though the one number is 5 points larger than the other number, they really are equal to each other. The important part is to apply the jiggle to both numbers.
In the end, the only way to know if they are different is to vote. So vote!
(It’s a lot more complicated than this, but hopefully the general idea is clear.)
8.Data Tables: The scourge of falsely significant results
Who doesn’t have fond thoughts of 300 page data tabulation reports! Page after page of crosstab after crosstab, significance test after significance test. Oh, it’s a wonderful thing and it’s easy as pie (mmmm…. pie) to run your fingers down the rows and columns to identify all of the differences that are significant. This one is different from B, D, F, and G. That one is different from D, E, and H. Oh, the abundance of surprise findings!
But let me take you back to your introductory statistics class in college or university. Significance testing is a process we use to determine the likelihood that Number A is different from Number B at level that is different than what would be expected by chance. As an industry, we have generally agreed that we are willing to put up with a 5% chance of error, a 5% chance that the difference we see was just random chance. And each individual test has a 5% chance of error.
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